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Data must be easily integrated
with other data, mechanically

searchable, and linked to other
search results.

Data must be reusable for 
re-analysis or new research.

Data must be accessible for at
least 10 years! It does not
mean that the data is open, 
but it must be clear who and 
how can access the data.

Findable
It must be clear where the data 

are located and can be cited.

Interoperable

Accessible

Reusable

FAIR principles



Whatisthe cost of 
improperdata 
management?
Time spent, cost of storage, licence
costs, research retraction, double 
funding, interdisciplinarity and 
potential economic growth.

Published: 2019-01-16
Corporate author(s): Directorate-General for Research and 
Innovation (European Commission) , PwC EU Services
Cost of not having FAIR research data

€10.2bn + €16bn every year in Europe!

https://op.europa.eu/en/publication-detail?p_p_id=portal2012documentDetail_WAR_portal2012portlet&p_p_lifecycle=1&p_p_state=normal&p_p_mode=view&p_p_col_id=maincontentarea&p_p_col_count=3&_portal2012documentDetail_WAR_portal2012portlet_javax.portlet.action=author&facet.author=RTD&language=en&facet.collection=EUPub
https://op.europa.eu/en/publication-detail?p_p_id=portal2012documentDetail_WAR_portal2012portlet&p_p_lifecycle=1&p_p_state=normal&p_p_mode=view&p_p_col_id=maincontentarea&p_p_col_count=3&_portal2012documentDetail_WAR_portal2012portlet_javax.portlet.action=author&facet.author=RTD&language=en&facet.collection=EUPub
https://op.europa.eu/en/publication-detail?p_p_id=portal2012documentDetail_WAR_portal2012portlet&p_p_lifecycle=1&p_p_state=normal&p_p_mode=view&p_p_col_id=maincontentarea&p_p_col_count=3&_portal2012documentDetail_WAR_portal2012portlet_javax.portlet.action=author&facet.author=COM,ECFIN,TASKF,OIL,OIB,REPRES_NLD,REPRES_LVA,JLS,ERC,MARKT,MARE,REGIO,REA,BEPA,PRESS,BDS,ELARG,PMO,REPRES_LIT,AGRI,REPRES_SPA_BCN,SPP,ECHO,EAPH,REPRES_GBR_LON,REPRES_EST,FPI,REPRES_SPA_MAD,CASSTM,CNECT,DIGIT,HOME,ENER,REPRES_HUN,IEEA,EASME,COMP,REPRES_CZE,REPRES_BGR,SCR,REPRES_MLT,REPRES_PRT,REPRES_CYP,REPRES_HRV,CLIMA,EAHC,REPRES_SWE,REPRES_SVN,DEL_ACC,INFSO,EACI,ETHI,DG18,DG15,DG10,CHAFEA,REPRES_DEU_MUC,REPRES_POL_WAW,ESTAT,DEVCO,DGT,EPSC,GROW,SANTE,NEAR,FISMA,JUST,COM_CAB,SCAD,REPRES_GBR,REPRES_POL,TASKF_A50_UK,REPRES_SPA,REPRES_FRA,REPRES_ITA,ACSHHPW,PC_BUDG,IAB,RSB,PC_CONJ,COM_COLL,ACSH,EVHAC,PC_MTE,REPRES_DEU,REPRES_SVK,JUSTI,REPRES_DEU_BON,SCIC,REPRES_FRA_PAR,SJ,SG,REPRES_POL_WRO,OLAF,REPRES_DEU_BER,CCSS,FSU,REPRES_IRL,HR,REPRES_LUX,REPRES_FIN,TAXUD,COMMU,SANCO,ENTR,AUDIT,IGS,REPRES_ITA_MIL,MOVE,BUDG,REPRES_ROU,RTD,IAS,BTL,TENTEA,BTB,CMT_EMPL,DG01B,DG01A,REPRES_BEL,REPRES_GBR_CDF,ENV,DG23,DG17,DG07,DG03,DG02,DG01,REPRES_AUT,INEA,EMPL,EAC,TRADE,TREN,REPRES_ITA_ROM,RELEX,AIDCO,REPRES_GRC,EACEA,REPRES_GBR_BEL,REPRES_FRA_MRS,REPRES_GBR_EDI,REPRES_DAN,JRC,DEV,SRSS,HAS,STECF,DPO,SAM_ADV,UKTF,REFORM,DG22,DG14,DG11,DEFIS,IDEA&language=en&facet.collection=EUPub
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https://op.europa.eu/en/publication-detail/-/publication/d375368c-1a0a-11e9-8d04-01aa75ed71a1


Why do we need to share 
research data?



Visibility and impact



Reproducibility

Share

Preserve



Reliability
Data is the proof of your papers: how can others trust your research
without accessing the data?



Collaboration
«It is imperative to leverage scientific innovations and support principles of openness
and inclusiveness in processes that generate solutions to the severe health menace

that is likely to bring significant hardships to humanity.»
UNESCO - Open access to facilitate research and information on COVID-19

https://en.unesco.org/covid19/communicationinformationresponse/opensolutions


Personal initiatives
for share 

research data



• Monthly prevalence surveys
(cross-sectoral)

• Genomic surveillance and
analysis platform

• Integrated surveillance
(case-based data sent to TESSy)

VoC/VoI

• National vaccination repository

All SARS-CoV-2 sequences

• School monitoring

Regional weekly monitoring

Epidemiological surveillance Ministry of Education

National Institute of Health (ISS)



• Launched in April 
2020 

• Bring together 
relevant datasets for 
sharing and analysis 
in an effort to 
accelerate COVID-19 
research 

• Enables researchers 
to upload, access 
and analyse COVID-
19 related data

European COVID-19 Data Platform
https://www.covid19dataportal.org/

https://www.covid19dataportal.org/
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Open data



• Social media platforms have become an important
source of information that can be exploited to 
understand human dynamics and behaviors. 

• In the context of natural disasters, the very large 
use of social media platforms has enabled
eyewitnesses and other disaster-affected people 
to share information about their damages, risks 
and emergencies in real time. 

• The use of social media posts to help rescue and 
intervention activities remains an open challenge 
as users often publish posts containing inaccurate 
information, slang or abbreviated words, or without
using geolocalization. 
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waste sites. Also Rockport reported a high number of sub-events, such as collapsed 
houses, power lines downs, and damaged boats. !e obtained results confirm that 
SEDOM-DD is able to discover a high number of sub-events that occurred after a 
large-scale natural disaster.

Conclusions
!e widespread use of social media allows people who are victims of disasters (e.g., 
earthquakes, fires) to share real time information about damages, problems, and sub-
events that can take place at different locations after a disaster (e.g, collapsed build-
ings, broken gas pipes). !is valuable information is known only to people located 
where the events occurred and can be shared with rescue teams and authorities that 
are far away from the area. In this paper we presented SEDOM-DD, a new method 

Fig. 9 Sub-events detected by SEDOM-DD using tweets collected after Hurricane Harvey

Table 6 Main sub-events detected in tweets about Harvey

City Types of sub-events

Houston Flooded houses, airports runways and highways, damaged toxic 
waste sites and electrical station, destroyed cars

Rockport Damaged boat storage, collapsed houses, power line down

Beaumont Flooded houses, damaged oil refineries

Port Aransas Collapsed houses, damaged ferries and vehicles, power line down

Austin Power outage

Crawford Downed trees, collapsed houses

Dickinson Flooded houses and roads, destroyed churches

Missouri City Roofless houses, big trees down

Aransas Pass Water service down

Galveston Damaged gas station
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the results obtained by the different algorithms on the D2 dataset (similar behaviors 
we obtain with the other datasets). The algorithm based on neural networks was the 
most accurate with an accuracy of 83%, followed by the algorithms XGBoost (81%) 
and Random Forest (80%). Figure 3 reports the classification results obtained with 
the other four datasets ( D3 , D4 , D5 , D6 ), which assess the high accuracy obtained 
by neural networks in all four tests. For this reason. such a model has been used for 
classifying posts into relevant and not relevant with high accuracy.

Detection of sub-events on synthetic data
To evaluate the performance of SEDOM-DD, we generated several synthetic data-
sets, each with different characteristics and levels of precision  [45]. In particular, 
such datasets were generated starting from real social media posts published during 
or immediately after catastrophic events. Some of these synthetic posts are marked 
with precise geographic coordinates, others are not geotagged but contain informa-
tion that can be used to estimate their coordinates with a varying degree of preci-
sion, and the remaining ones generically refer to the main disaster but not to any 
sub-events.

In the next sections we describe the algorithms used for generating synthetic data 
and detecting sub-events.

Fig. 3 Comparative analysis among several machine learning algorithms, evaluating the F1-score obtained 
by our approach for each dataset used in this work

Table 3 Evaluation of the classification models made on the D2 testset

Algorithms Acc Prec Rec F1

Naïve Bayes 0.753 0.735 0.753 0.739

KNN 0.807 0.803 0.807 0.781

SVM 0.776 0.765 0.776 0.751

Logistic Regr. 0.790 0.773 0.790 0.766

Decision Tree 0.744 0.755 0.744 0.753

Random For. 0.795 0.794 0.790 0.783

XGBoost 0.815 0.812 0.815 0.809

Neural Net. 0.830 0.826 0.864 0.845
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Real

percentages
Opinion polls IOM-NN

State B T B T B T

Arizona 49.4 49.1 48.0 45.8 50.2 48.3
Florida 47.9 51.2 48.7 46.0 48.0 51.1

Georgia 49.5 49.2 47.6 47.4 52.7 46.0
Michigan 50.6 47.8 49.9 44.4 55.4 43.0
Minnesota 52.4 45.3 51.6 41.8 55.1 42.6
Nevada 50.1 47.7 49.4 44.4 49.8 48.0
New Hampshire 52.7 45.4 53.4 42.4 50.9 47.3
North Carolina 48.6 49.9 47.8 47.5 56.6 41.9
Pennsylvania 50.0 48.8 49.4 45.7 55.7 43.1
Texas 46.5 52.1 47.5 48.8 46.1 52.5

Wisconsin 49.4 48.8 52.0 42.8 56.3 41.9

Correctly classified - 9/11 10/11

Tweets - - 670,451
Users - ⇡ 11,000 57,116
Avg. Acc - 0.82 0.91

Table 4: Voting percentages estimates of the 2020 US presidential election. The two candidates
(i.e., Joe Biden and Donald Trump) are indicated with "B" and "T", respectively.

Figure 11: Comparative analysis among IOM-NN and opinion polls, evaluating the predicted
winning candidate with the real one in the Swing State.

relationships between user polarity and the sentiment expressed in referring to

the two presidential candidates.

Figure 12 and Figure 13 show the obtained result by applying SentiStrength

20
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Publishing research without
data is simply advertising, not

science
Graham Steel

https://thewinnower.com/users/38
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